
1598 IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 35, NO. 9, SEPTEMBER 2024

RADAR: A Skew-Resistant and Hotness-Aware
Ordered Index Design for Processing-in-Memory

Systems
Yifan Hua , Student Member, IEEE, Shengan Zheng , Weihan Kong , Cong Zhou, Kaixin Huang , Ruoyan Ma,

and Linpeng Huang , Senior Member, IEEE

Abstract—Pointer chasing becomes the performance bottleneck
for today’s in-memory indexes due to the memory wall. Emerging
processing-in-memory (PIM) technologies are promising to miti-
gate this bottleneck, by enabling low-latency memory access and
aggregated memory bandwidth scaling with the number of PIM
modules. Prior PIM-based indexes adopt a fixed granularity to
partition the key space and maintain static heights of skiplist nodes
among PIM modules to accelerate index operations on skiplist,
neglecting the changes in skewness and hotness of data access
patterns during runtime. In this article, we present RADAR, an
innovative PIM-friendly skiplist that dynamically partitions the
key space among PIM modules to adapt to varying skewness. An
offline learning-based model is employed to catch hotness changes
to adjust the heights of skiplist nodes. In multiple datasets, RADAR
achieves up to 198.2x performance improvement and consumes
47.4% less memory than state-of-the-art designs on real PIM hard-
ware.

Index Terms—Processing-in-memory, ordered index, pointer
chasing, load balance, index partition.

I. INTRODUCTION

POINTER chasing [11], [43] in today’s data-intensive appli-
cations exhibits irregular and unpredictable memory access

patterns, leading to a poor cache hit rate and excessive memory
accesses. The increasing performance gap between processor
speeds and memory access speeds (i.e., the memory wall [14],
[42]) renders pointer chasing the dominant performance bottle-
neck in these applications.
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By embedding processors in memory, processing-in-memory
(PIM) technologies [13], [27], [28], [29], [30], [31], [32] en-
able computations to be executed closer to memory, which
is promising to break the memory wall. In PIM systems, the
host side dispatches batches of operations to PIM modules and
collects requested data from the PIM side [4], [5], [6], [7],
[15], exploiting the high parallelism between PIM modules and
accelerating pointer chasing.

Skiplist [9], [10], [41] is a widely used in-memory ordered
index in memory systems [17], [19], [20], [35], [36], [37], [38],
[39], [40], supporting both point (Get, Predecessor, Insert,
Delete, Update) and range (Scan) operations through pointer
chasing. Recent works focus on improving the throughput of
skiplist by utilizing the PIM system, and they adopt two struc-
tures to store key-value pairs: range partition [6], [7], [15]
and node distribution [4], [5]. Range partition [6], [7], [15]
statically divides the entire key space into multiple disjoint
coarse-grained ranges, maintained by each PIM module. They
achieve high parallelism under uniformly random workloads,1

but suffer from load imbalance (i.e., batches of operations may
concentrate on keys in a range and are unevenly dispatched to
PIM modules) under skewed workloads.2 Node distribution [4],
[5] lowers the load imbalance risk under skewed workloads by
randomly distributing skiplist nodes among PIM modules and
pulling frequently requested nodes from the PIM side to the
host side. However, this structure results in poor node locality
where adjacent nodes linked by a pointer are stored in different
PIM modules, contributing to a large quantity of overheads for
pointer chasing between PIM modules.

Both range partition and node distribution designs experience
three limitations. First, they employ a fixed coarse or fine gran-
ularity to partition the key space among PIM modules under
workloads with any skewness. Coarse granularity suffers from
load imbalance under skewed workloads, while fine granularity
incurs unnecessary overheads for skew-resistance and has poor
performance under uniformly random workloads. Second, they
maintain static heights of skiplist nodes regardless of the node

1A uniformly random workload refers to a workload where data and queries
are with uniformly random keys. For example, workloads in the Zipfian distri-
bution [21] with α values equal to 0 are uniformly random workloads.

2A skewed workload refers to a workload where data and queries are with
non-uniform keys. For example, in the Zipfian distribution [21], the larger the
α value, the more skewed the workloads are.

1045-9219 © 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: Shanghai Jiaotong University. Downloaded on August 28,2024 at 05:46:13 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0000-0002-2321-367X
https://orcid.org/0000-0003-2485-760X
https://orcid.org/0009-0007-6922-1740
https://orcid.org/0000-0002-1319-0283
https://orcid.org/0000-0002-1531-7962
mailto:huahuahuahua@sjtu.edu.cn
mailto:weihankong@sjtu.edu.cn
mailto:cong258258@sjtu.edu.cn
mailto:cong258258@sjtu.edu.cn
mailto:kaixinhuang@sjtu.edu.cn
mailto:maruoyan@sjtu.edu.cn
mailto:lphuang@sjtu.edu.cn
mailto:lphuang@sjtu.edu.cn
mailto:shengan@sjtu.edu.cn


HUA et al.: RADAR: A SKEW-RESISTANT AND HOTNESS-AWARE ORDERED INDEX DESIGN FOR PROCESSING-IN-MEMORY SYSTEMS 1599

hotness changes. More pointer chasing operations are required
to index hot keys stored in lower layers. Third, the parallelism
between the host side and the PIM side is not fully exploited.
When one side runs, the other side is idle most of the time.

This paper proposes RADAR, a skew-Resistant AnD hotness-
Aware oRdered index for PIM systems. RADAR adopts a hash-
based subrange distributed structure to dynamically partition
the key space into multiple disjoint variable-length subranges,
evenly distributed among PIM modules by hashing the start
key of each subrange. By dynamically adjusting the granular-
ity of each subrange between the range granularity in range
partition and the node granularity in node distribution under
varying skewness, RADAR benefits from both enhanced node
locality and high parallelism exploitation. To cope with load
imbalance stemming from a significant number of index opera-
tions concentrating on some subranges (i.e., skewed subranges),
RADAR employs an adaptive subrange redistribution mech-
anism. RADAR splits skewed subranges into multiple finer-
grained subranges and redistributes them to idle PIM modules,
or pulls key-value pairs in the finest-grained skewed subranges
from the PIM side to the host side. To better exploit the paral-
lelism between the host side and the PIM side and be aware of
the node hotness changes in each subrange, a machine learning
(ML) model is trained on the host side to adjust the heights of
skiplist nodes on the PIM side during the idle time of each side.
Concisely, this paper makes the following contributions:
� We propose a brand new hash-based subrange distributed

structure for ordered indexes in PIM systems to exploit the
high parallelism between PIM modules and enhanced node
locality in each PIM module.

� We present an adaptive subrange redistribution mechanism
for RADAR to dynamically partition the key space among
PIM modules under varying skewness.

� We design a learning-based node hotness classification
model for RADAR to adaptively adjust the heights of
skiplist nodes during runtime. To the best of our knowledge,
RADAR is the first PIM-friendly index design that success-
fully incorporates an ML model for hotness prediction.

� RADAR outperforms state-of-the-art designs in multiple
datasets on real PIM hardware, with up to 198.2x higher
throughput and 47.4% less memory consumption.

The remainder of this paper is organized as follows. Sec-
tion II provides the background of the PIM system and prior
PIM-friendly ordered indexes, and our motivations. Section III
presents the design overview of RADAR. We describe the adap-
tive index partition and hotness-aware node height adjustment
in Sections IV and V, respectively. The experimental results are
presented in Section VI. Section VII discusses related work, and
Section VIII concludes the paper.

II. BACKGROUND AND MOTIVATION

This section provides background on pointer chasing, the
structure of the PIM system, and previous PIM-friendly ordered
index works. We analyze the limitations of previous works
and summarize our motivations to design a new PIM-friendly
ordered index.

Fig. 1. The PIM architecture.

A. Pointer Chasing and PIM System

Pointer chasing is a fundamental operation in many data
structures [9], [11], [15], [22], [23], [45], [47] such as tree, linked
list, skiplist, and graph. Since nodes linked by pointers may be
stored in memory far away from each other, pointer chasing has a
poor cache hit rate and requires a significant number of memory
accesses to look for the next hop. Consequently, the pointer
chasing overhead becomes the performance bottleneck [5], [7],
[14], [15], [48], [49] in these data structures. In a conventional
machine, the cost of a pointer chasing operation involves the
CPU processing overhead (3∼5 CPU cycles for loading instruc-
tion and pointer value, calculating the address, and dereferencing
pointer), the cache miss overhead (50∼100 CPU cycles for L1,
L2, and L3 caches), and the memory access overhead (100∼200
CPU cycles).

The emergence of Process-in-memory (PIM) technolo-
gies [2], [8], [27], [28], [29], [30] introduce a new paradigm that
can enhance the efficiency of pointer chasing by allowing it to
be executed within the memory devices. As shown in Fig. 1, the
PIM system consists of two parts: the host side and the PIM side.
The host side involves multiple CPU cores, caches, and DRAM.
The PIM side includes multiple PIM modules. Each PIM module
is composed of a data processor unit (DPU) with weaker com-
puting capability than CPU, and capacity-limited caches and
DRAM. PIM cores are closer to memory and access memory
faster than CPU cores. The host side can send code to the PIM
modules, launch the code, and detect when the code completes.
It can also send data to and receive data from the PIM side. The
two components of the PIM architecture, the host side and the
PIM side, prefer different kinds of workloads [5]. The distributed
PIM side prefers uniformly random workloads and suffers from
the load imbalance under skewed workloads. In contrast, the host
side prefers skewed workloads since the spatial and temporal lo-
cality characteristics in these workloads lead to better CPU cache
efficiency.

Currently, UPMEM [18] (2.1 GHz CPUs on the host side and
350 MHz DPUs on the PIM side) is the only commercially-
available PIM product. Compared with a conventional ma-
chine equipped with DDR4-2666, UPMEM has higher data
processing parallelism and lower memory access latency since
a large number of DPUs are embedded in memory. However,
the existing UPMEM system has high overheads for host side
calling PIM modules, host-PIM communication, and inter-PIM
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communication. The memory bandwidth of a conventional 8 GB
DDR4-2666 DIMM is 21 GB/s. The latency of a CPU core
accessing the conventional DDR4-2666 memory for a 64-bit
memory word is roughly 90 ns. In the existing UPMEM system,
the memory bandwidth is 630 MB/s in a PIM module at a DPU
frequency of 350 MHz. The aggregate intra-PIM bandwidth is
linear with the number of PIM modules. An 8 GB UPMEM
DIMM has 128 DPUs and its aggregate intra-PIM bandwidth
is up to 79 GB/s. The latency of a PIM core accessing the
PIM’s memory for a 64-bit memory word in existing UPMEM
is 14 ns. Therefore, the DPUs in UPMEM access memory faster
than CPUs since they are closer to memory. In addition, if the
system achieves load balance among all PIM modules, UPMEM
can provide higher aggregate intra-PIM memory bandwidth
than conventional DDR4-2666. Despite the DPUs in UPMEM
accessing memory faster than CPUs, the latency for the host side
calling DPUs in UPMEM is 0.5 ms, which is much higher than
the memory access latency. The existing UPMEM system only
offers 25 GB/s host-PIM communication bandwidth, which is
smaller than the aggregate intra-PIM bandwidth. The existing
UPMEM system does not support direct communication be-
tween PIM modules due to the scarce on-chip routing resources.
The communication between PIM modules relies on host-PIM
communication to exchange data, which involves loading data
from one PIM module to the host’s cache and then storing it to the
destination PIM module. Considering the poor host-PIM com-
munication ability, inter-PIM communication can easily become
the performance bottleneck. The existing UPMEM system only
offers 25 GB/s total host-PIM and inter-PIM communication
bandwidth.

Although the architecture of a PIM system is similar to that
of a distributed system, there are some differences between the
two architectures. Compared with a distributed system, a PIM
system has a smaller data size and simpler architecture. 1) In
file systems, clients can communicate with other servers and
clients through the network. A client can figure out the object’s
location in the distributed system independently. However, in
PIM systems, applications cannot directly access PIM modules.
PIM modules can only process application tasks through the
host side. Applications send batches of index operations to the
host side. Then the host side dispatches these index operations
to PIM modules. After retrieving requested data from all PIM
modules, these data are transmitted to the host side and returned
to applications. 2) Due to the scarce on-chip routing resources in
PIM modules, existing PIM systems do not support direct com-
munication between PIM modules. The communication between
PIM modules relies on host-PIM communication to exchange
data. Considering the poor host-PIM communication ability,
inter-PIM communication can easily become the performance
bottleneck. Moreover, the basic system call overhead for the
host side calling PIM modules is expensive, leading to the poor
communication performance between PIM modules as well. 3)
The computing capabilities of PIM cores are much weaker than
those of CPU cores. The memory and cache capacities in a PIM
module are much smaller than those on the host side. Therefore,
compared to a device in distributed systems, a PIM module has
a smaller data size and processes simpler tasks. 4) Since existing

DRAM-based PIM modules are composed of volatile memory,
there is no need to consider data recovery by storing multiple
data replications in different PIM modules as well as failure
domain selection. 5) A distributed system may be composed
of heterogeneous devices such as HDD and SSD with different
capacities, exhibiting different performance. Therefore, these
devices have different weights in the distributed system for data
distribution. However, in PIM systems, all the PIM modules are
with the same hardware and software configurations. There is
no distinction between PIM modules. 6) In a distributed system,
a device may be added into the system or removed from the
system. The weights of devices may be adjusted due to the added
device and data may be migrated from the removed device to
other devices. However, in a PIM system, the number of PIM
modules is fixed during runtime.

PIM provides an opportunity to accelerate pointer chasing
due to the fast memory access and high parallelism between
PIM modules. Since the DPU in a PIM module is embedded
closer to memory, the memory access overhead of a pointer
chasing operation in a PIM system is lower than that in a
conventional machine. Furthermore, a DPU has fewer caches
than a CPU due to the limited on-chip resources. Therefore,
the cache miss overhead of a pointer chasing operation in a
PIM system is lower than that in a conventional machine. In a
PIM module in UPMEM, the cost of a pointer chasing operation
involves the DPU processing overhead (3∼5 DPU cycles for
loading instruction and pointer value, calculating the address,
and dereferencing pointer), the cache miss overhead (1 DPU
cycle for L1 cache), and the memory access overhead (4 DPU
cycles).

B. PIM-Friendly Ordered Indexes

Many prior works [4], [5], [6], [7], [15] employ PIM to
enhance the throughput of skiplist, an ordered index widely
used in memory systems [17], [19], [20], [35], [37], [38], [39],
[40]. To benefit from the parallelism of the PIM system and
amortize the communication cost between PIM modules (PIM-
PIM) and between the host side and the PIM side (host-PIM),
index operations are packed into batches and dispatched to PIM
modules. For processing a batch of index operations on the
skiplist, the host side dispatches the index operations to PIM
modules. After receiving these index operation requests, each
PIM module executes the requests in its local vault and sends
the result back to the host side. Prior works can be divided into
two categories based on the methods for partitioning the key
space and constructing ordered indexes: range partition [6], [7],
[15] and node distribution [4], [5].

Range partition: As Fig. 2(a) illustrates, range partition de-
signs [6], [7], [15] statically partition the entire key space into
disjoint coarse-grained ranges with the same length, maintained
by each PIM module. Each PIM module builds an independent
skiplist based on their key-value pairs. The search path from
top to bottom for each index operation is integral in one PIM
module, without communication overhead between PIM mod-
ules. Since the system performance is determined by the busiest
PIM module, for workloads that request for uniformly random
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Fig. 2. Range partition and node distribution. In (a) and (b), nodes in different PIM modules are indicated by different colors. Values are stored in the bottom
layer of the skiplist.

keys, each PIM module handles a similar number of requests
and range partition designs achieve high parallelism. However,
for skewed workloads that concentrate on keys in a small subset
of the partitions, some PIM modules are overwhelmed while the
rest PIM modules are idle, resulting in load imbalance across
PIM modules.

Node distribution: Node distribution designs [4], [5], [47] aim
to mitigate the load imbalance issue in range partition, as shown
in Fig. 2(b). Since the coarse granularity approach to partition the
key space in range partition designs suffers from load imbalance,
node distribution designs adopt a fine granularity approach to
partition the key space among PIM modules. Skiplist nodes
are randomly distributed across PIM modules. This approach
prevents the execution of pointer chasing from top to bottom
within only a subset of PIM modules under skewed workloads.
Frequently requested nodes are pulled from the PIM side to
the host side for better load balance. The search path from
top to bottom for each index operation is sliced into many
segments in different PIM modules. At the end of each segment,
index operations are redispatched to different PIM modules to
the next segment, requiring PIM-PIM communication. Index
operations may share a common node (i.e., contention node)
on their search paths and be routed to the same PIM module,
resulting in load imbalance. Pulling contention nodes from the
PIM side to the host side alleviates the load imbalance, but
requires multiple host-PIM communication rounds. Since the
skiplist is built based on all key-value pairs rather than key-value
pairs in each PIM module, it has a greater height compared
to skiplists in range partition designs, contributing to more
pointer chasing operations to traverse the skiplist from top to
bottom.

C. Motivation

As described before, PIM provides an opportunity to accel-
erate pointer chasing operations due to lower memory access
and cache miss overheads. However, existing range partition
and node distribution designs experience limitations in the PIM
system. Range partition designs suffer from load imbalance
under skewed workloads since they statically partition the key
space among PIM modules. Node distribution designs show
robust resistance to skewed workloads, but bring unnecessary
overheads for skew-resistance and perform much worse than
range partition designs under uniformly random workloads.

Limitations of state-of-the-art PIM-friendly indexes are sum-
marized in Table I and detailed as follows. N in this sec-
tion denotes the total number of key-value pairs in the PIM
system.

First, current skew-resistant ordered index structures bring un-
necessary overheads: a considerable quantity of pointer chasing
operations, contention nodes on the search paths, host-PIM and
PIM-PIM communication cost, due to the following reasons:
� The height of the skiplist is not lowered by distributing

skiplist nodes among PIM modules, resulting in excessive
pointer chasing operations to traverse the high skiplist from
top to bottom. For example, in Fig. 2(b), although key-value
pairs in the bottom layer are evenly distributed among PIM
modules and each PIM module maintains less than N key-
value pairs, the skiplist height is still O(logN) and higher
than that in range partition designs in Fig. 2(a).

� Skiplist nodes cannot perceive the hotness changes during
runtime to dynamically adjust their heights. More pointer
chasing operations are required to index hot keys stored in
lower layers.

� The sliced search path from top to bottom for each index
operation brings more contention nodes and communi-
cation cost. At the end of each search path slice, index
operations are redispatched to all PIM modules since
the next hop for each operation may reside in a distinct
PIM module. Common shared nodes on the search paths
of these index operations become contention nodes. For
example, in Fig. 3(a), although the requested keys are
uniformly distributed across PIM modules (three queries
for 1,986, 2,024, and 2,122 in the bottom layer), common
shared nodes (blue 1,545 and grey 1,545) on the search
paths still become contention nodes, resulting in load
imbalance. Pulling contention nodes to the host side and
redispatching index operations to PIM modules require
host-PIM and PIM-PIM communication on the critical
path respectively, giving rise to high communication cost.
Thus, the overhead for skew-resistance should be reduced
by lowering the skiplist height, dynamically adjusting
heights of skiplist nodes with hotness changes, and min-
imizing the number of search path slices in different PIM
modules:

Second, in both range partition and node distribution designs,
the granularity to partition the key space is static under any
skewness during runtime. Each PIM module maintains a large
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TABLE I
LIMITATIONS OF STATE-OF-THE-ART PIM-FRIENDLY INDEXES

Fig. 3. Limitations of state-of-the-art PIM-friendly indexes. In (a), nodes in different PIM modules are indicated by different colors. In (b), lines in different
colors represent different works executed on the two sides.

and consecutive key range in range partition designs while a
significant number of discontinuous fine-grained keys in node
distribution designs. Coarse partition granularity exhibits good
performance under uniformly random workloads, but suffers
from load imbalance and lacks parallelism among PIM modules
under skewed workloads. Fine partition granularity sacrifices
node locality in each PIM module to lower the load imbalance
risk, resulting in excessive PIM-PIM communication cost and
degraded performance under uniformly random workloads. As
a result, the granularity to partition the key space should be
dynamically adjusted to adapt to different skewness during
runtime.

Third, both range partition and node distribution do not fully
exploit the parallelism between the host and PIM sides. The
execution time for indexing consists of three non-overlapping
components: host-only time, PIM-only time, and host-PIM
communication time. Host-PIM communication requires both
host and PIM sides, but the other two components only utilize
one side. Since each batch of index operations may consist
of both read and write operations, the system should guar-
antee the order of read-write/write-write operations in two
adjacent batches, which are serially executed as Fig. 3(b)
shows. When one side runs, the other side is idle most of
the time. Therefore, the parallelism between the host side and
the PIM side should be fully exploited by pipelining the two
sides.

III. DESIGN OVERVIEW

RADAR is a high performance ordered index designed for
PIM systems. We first describe its API and target workloads.
Then, we introduce its design goals and explain how RADAR
achieves these goals. Finally, we give the overview of RADAR’s
structure. Notations in the following sections are given in
Table II.

TABLE II
NOTATIONS IN THIS PAPER

API: RADAR supports a wide range of index operations, in-
cluding point operations (Get(key), Predecessor(key), Insert(key,
value), Delete(key), Update(key, value_prev, value_curr))
and range operation (Scan(Lkey, Rkey, if_include_Lkey,
if_include_Rkey)).

Target workloads: RADAR targets both uniform workloads
and non-uniform workloads with varying skew. RADAR adap-
tively adjusts the index partition strategy under varying skewness
during runtime.

Goals and proposed techniques: As shown in Table III,
RADAR aims to address the limitations in state-of-the-art PIM-
friendly ordered indexes, by adopting the following techniques:
� The hash-based subrange distributed structure partitions

the entire key space into multiple disjoint subranges with
different granularities. RADAR distributes key-value pairs
within these disjoint subranges to PIM modules by a
hash function. Instead of partitioning the index built based
on all key-value pairs in previous skew-resistant designs,
RADAR builds an individual index in each PIM mod-
ule and distributes key subranges to PIM modules using
hash tables, lowering the skiplist height from O(logN)
to O(logN

P ). To reduce the host-PIM and PIM-PIM com-
munication cost in state-of-the-art works, the search path
to traverse the skiplist from top to bottom in RADAR is
integral in each PIM module. With the skewness changes
of workloads, the granularities of these subranges are
adjustable rather than fixed in previous range partition
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TABLE III
DESIGN GOALS AND PROPOSED TECHNIQUES IN RADAR

and node distribution designs, combining the advantages
of coarse granularity (range partition) designs and fine
granularity (node distribution) designs.

� The adaptive subrange redistribution mechanism evaluates
the skewness and adaptively adjusts the granularity of
subranges during runtime. To be skew-resistant under high
skewness, instead of employing a fixed node chunking
granularity in prior works, RADAR splits coarse-grained
skewed subranges into multiple fine-grained subranges
and redistributes key-value pairs within these fine-grained
subranges to other idle PIM modules. To reduce memory
consumption for index node replication in previous node
distribution designs, RADAR only stores one copy of each
index node in the PIM system. Besides, key-value pairs
within the finest-grained skewed subranges are pulled to
the host side to benefit from CPU cache locality. The
redistribution is accomplished in one PIM-PIM commu-
nication round and one host-PIM communication round
to lower the communication cost, contributing to lower
system call overhead for calling PIM modules compared
with state-of-the-art skew-resistant works.

� To address the node hotness-unawareness in previous
works, RADAR employs a learning-based time series
model to predict the hotness of subranges through features
of historical index operations. By raising the heights of
skiplist nodes in hot subranges and lowering the heights
of skiplist nodes in cold subranges, RADAR reduces the
number of pointer chasing operations to retrieve requested
values compared with state-of-the-art designs. RADAR
pipelines the host side and the PIM side to run the node
hotness classification model, leveraging resources on the
two sides during their idle time.

Overview of RADAR’s structure: Fig. 4 presents the overview
of RADAR. Applications send batches of index operations to
RADAR and request for data through indexing keys in RADAR.
By querying some hash tables on the host side, the preprocess
layer determines which PIM module to send each index opera-
tion to and evaluates the skewness across PIM modules. Then,
RADAR dispatches a batch of index operations to their target
PIM modules to retrieve requested data and decides whether
to redistribute key-value pairs among PIM modules based on
the workload skewness. In parallel, features of index operations
in each batch are fed into a node hotness classification model
for training and making hotness predictions for skiplist nodes in
PIM modules. The model then raises the heights of hot nodes and
lowers the heights of cold nodes in skiplist to reduce the number
of pointer chasing operations. Note that the model running

Fig. 4. Overview of RADAR.

is offline and asynchronous with processing index operations.
After retrieving requested data from PIM modules, these data
are transmitted to the host side, merged by the merge layer, and
returned to applications.

IV. ADAPTIVE INDEX PARTITION

In this section, we describe how RADAR distributes key-value
pairs, constructs the skiplist, and enhances load balance across
PIM modules under different skewness. We first illustrate the
metadata and the subrange distributed structure on the host
and PIM sides in Section IV-A. Then we present the adaptive
subrange redistribution mechanism under different skewness in
Section IV-B.

A. Hash-Based Subrange Distribution

To distribute skiplist nodes across PIM modules for skew-
resistance while enhancing node locality in each PIM module,
the key space is partitioned into multiple disjoint subranges.
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Fig. 5. Hash-based subrange distribution. A black box in L2 represents a subrange node. In each PIM module, all subrange nodes in L2 compose a skiplist. A
blue box in L1 represents a key node and a green box in L1 represents the value of the key. Key nodes and their values within a red dotted box in L1 compose an
individual skiplist for a subrange.

These subranges are evenly distributed among PIM modules
by applying a hash function to the start key of each subrange,
preventing skewed subranges from being stored in one PIM
module. The granularity of each subrange is dynamically ad-
justable with changes in the skewness of requested data during
runtime, combining the advantages of both fine granularity and
coarse granularity. Each PIM module maintains an individual
skiplist built based on keys within its subranges, ensuring the
integrity of the search path for each index operation within a
PIM module and lowering the skiplist height from O(logN) to
O(logN

P ). Fig. 5 illustrates the structure of hash-based subrange
distribution in RADAR.

Metadata and workflow on the host side: On the host side,
to better leverage the advanced computing resources and avoid
expensive pointer chasing, RADAR only performs a limited
number of hash operations to dispatch index operations to target
PIM modules. The overhead of employing simple traditional
hashing is smaller than that of employing intelligent algorithms.
For data migration between PIM modules, modifying traditional
hash tables is less time-consuming than retraining an intelligent
model. Given that dispatching index operations to PIM modules
is a critical step on the host side as shown in Fig. 4, tradi-
tional hashing is more suitable than intelligent algorithms in
PIM systems. Hash tables are built for subranges with different
granularities. For each index operation, RADAR queries the
hash tables to locate the target subrange containing the requested
key. The entry structure of hash tables includes the start and

the end of the subrange, the id of the PIM module storing all
keys within the subrange, the number of keys in the subrange,
and some metadata for training (detailed in Section V-A). The
subrange granularities are dynamically adjusted under different
skewness (detailed in Section IV-B). For each index operation,
RADAR queries hash tables for subranges from fine to coarse.

To illustrate, Fig. 5 shows an example where the granularities
of subranges are 100, 1,000, and 10,000. Three hash tables
contain the metadata of subranges with the three granularities,
respectively. For a requested key 12168, RADAR queries the
three hash tables from fine to coarse. For a hash table hit ( 3©,
6©, and 9©), RADAR finishes the hash table query. For a hash

table miss ( 2© and 5©), RADAR continues to query the next
hash table for coarser subranges. RADAR at most performs
hash operations on 12100 ( 1©), 12000 ( 4©), and 10000 ( 7©)
in their respective hash tables to locate the target hash entry
and determine the target PIM module to dispatch the request
to ( 11©). If a new inserted key results in misses across all hash
tables ( 8©), RADAR allocates a hash entry for the finest-grained
subrange containing the key ( 10©) to reduce the number of misses
in subsequent hash table queries.

Skiplist built on the PIM side: On the PIM side, to better
leverage the fast memory access and avoid expensive computing,
RADAR executes pointer chasing in the skiplist. Each PIM
module maintains multiple subranges of the key space with
different granularities, and builds a skiplist based on these keys.
The skiplist in each PIM module is divided into the upper part
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and the lower part. The upper part (L2) consists of subrange
nodes and the lower part (L1) contains key nodes within the
corresponding subrange. All subrange nodes in L2 compose a
skiplist and key nodes within each subrange in L1 compose
a skiplist. For processing a request to traverse the skiplist
in a PIM module from upper to lower, RADAR first locates
the subrange containing the requested key in L2 and then locates
the requested key in L1. In each PIM module, RADAR employs
the array structure to store nodes with the same subrange or
key in different layers. If keys are found in the upper layer,
their values can be retrieved without pointer chasing to lower
layers. The search path for each index operation traversing
the skiplist from top to bottom is integral in a PIM module,
without PIM-PIM communication cost. For better range scan
performance, in each PIM module, all leaf nodes in L1 are linked.
Note that if the number of keys in a subrange is 0, to reduce the
memory consumption and the pointer chasing cost, the subrange
does not appear on either the host side or the PIM side.

RADAR adopts several methods in the subsequent sections to
detect hot subranges and keys, and reduce the number of pointer
chasing operations in L2 and L1 for obtaining the required
key-value pairs. Skewed subranges are split into finer-grained
subranges during runtime and key nodes in L1 are redistributed
to other PIM modules, contributing to fewer pointer chasing
operations when searching for hot keys in L1 (detailed in
Section IV-B). Furthermore, the heights of subrange nodes in
L2 are adjustable. Raising the heights of hot subrange nodes
and lowering the heights of cold subrange nodes can reduce
the number of pointer chasing operations when traversing L2
(detailed in Section V).

B. Adaptive Subrange Redistribution

The adaptive subrange redistribution mechanism dynamically
adopts different subrange redistribution strategies under varying
skewness. Under low skewness, each PIM module processes
similar number of index operations without load imbalance risk.
However, under high skewness, requested keys may concen-
trate on some subranges (i.e., skewed subranges), bringing load
imbalance among busy PIM modules (each busy PIM module
processes more than S

P index operations) and idle PIM modules
(each idle PIM module processes less than S

P index operations).
To mitigate the load imbalance among PIM modules, each
coarse-grained skewed subrange in busy PIM modules is split
into P finer-grained disjoint subranges, and key-value pairs
within these finer-grained subranges are redistributed to idle
PIM modules. Besides, key-value pairs within the finest-grained
skewed subranges in busy PIM modules are pulled to the host
side since these subranges cannot be further split into finer
granularity.

Dynamic subrange granularities: Since the skewness is
changeable over time, the subrange granularities are dynami-
cally adjusted. In the initial state, all the subranges are with the
same granularity. Compared with initially splitting the key space
in large granularity, initially splitting the key space in small
granularity results in high metadata overhead. Considering a
system involving millions of key-value pairs, the system requires

recording the location of each small subrange in PIM modules,
incurring high metadata overhead. In contrast, initially splitting
the key space in large granularity, only a small percentage
of skewed subranges are split into fine-grained subranges and
redistributed to PIM modules. Therefore, employing a large
granularity to initially split the key space is more suitable. The
key space is partitioned into P disjoint ranges distributed to P
PIM modules. For index operations requesting for uniformly
random keys within unskewed subranges, each PIM module
processes similar number of index operations with high par-
allelism. RADAR does not split these unskewed subranges into
finer-grained subranges. For index operations concentrating on
keys within a small portion of skewed subranges, each of these
skewed subranges is split into P finer-grained subranges until it
cannot be further split. If there are no subranges remaining in a
hash table (e.g., all subranges in the hash table have been split
into finer-grained subranges), the hash table is deleted from the
host side.

Subrange redistribution decision: The subrange redistribution
decision is made based on the benefit of load balance and the cost
to achieve the load balance under varying skewness. Given that
the performance bottleneck is determined by the busiest PIM
module, RADAR adopts a greedy strategy to make subrange
redistribution decision for PIM modules from busy to idle.

The benefit (Benefit) of load balance, which is achieved by
redistributing a skewed subrange from the busiest PIM module
to idle PIM modules, is the load reduction of the busiest PIM
module among these load-redistributed PIM modules.

Benefit = Ncurr_busiest −Nnew_busiest, (1)

where Ncurr_busiest and Nnew_busiest is the number of index
operations processed by the busiest PIM module before and after
redistributing the skewed subrange, respectively.

The subrange redistribution process for a skewed subrange
containing nk key-value pairs includes two parts: retrieving
and deleting nk key-value pairs in the skewed subrange, and
redistributing nk key-value pairs to idle PIM modules. The
retrieving and deleting process is essentially the same as a range
operation to traverse nk key-value pairs in the busiest PIM
module. The redistributing process transmits nk key-value pairs
between PIM modules, then inserts a subrange node to L2 and
rebuilds a skiplist in L1 based on the redistributed key-value
pairs in each idle PIM module simultaneously. Note that the
key-value pairs inserted in L1 are consecutive and in order, and
the rebuild process can be accomplished in PIM modules’ cache
with negligible cost compared to pointer chasing in memory. To
minimize the PIM-PIM communication cost of redistributing,
RADAR redistributes all nodes in one communication round
between PIM modules until no skewed subrange is identified.
Thus, the cost of the subrange redistribution process includes
the cost of a range operation (Costrange), a point operation
(Costpoint), as well as an additional PIM-PIM communication
(Costcomm).

Since the main cost for each index operation is pointer chas-
ing in memory, RADAR uses the number of pointer chasing
operations as a metric to evaluate the three costs of the subrange
redistribution process for a skewed subrange. For processing
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each batch of index operations, RADAR calculates the average
number of pointer chasing operations in a point (Avgpoint) and a
range (Avgrange) operation. RADAR assumes that the number
of pointer chasing operations in Costpoint is the same as that
in Avgpoint in the recent batch. Costrange requires logN

P + nk

pointer chasing operations in expectation. nk key-value pairs
are transmitted between PIM modules in Costcomm, which
is converted to the number of pointer chasing operations in
memory.

Costpoint = Avgpoint (2)

Costrange = log
N

P
+ nk (3)

Costcomm =
nk ×KV _size× Tcomm

Tpim_mem
, (4)

where KV _size is the average size of a key-value pair in bytes,
Tcomm is the time to transmit a byte between PIM modules, and
Tpim_mem is the time for a memory access in a PIM module.
The values of KV _size, Tcomm, and Tpim_mem are constants
in the PIM system.

We use the the following formula to evaluate the skewness of
a batch of index operations and decide whether to split or pull
(SP ) a skewed subrange in busy PIM modules, by converting
the benefit of load balance and the subrange redistribution cost
into the number of index operations in the batch.

SP = Benefit− Costpoint + Costrange + Costcomm

βAvgpoint + (1− β)Avgrange
,

(5)
where β is the percentage of point operations in the batch and
its value can be obtained in the preprocess. RADAR calculates
SP for skewed subranges in PIM modules from busy to idle: if
SP ≤ 0, RADAR gains no benefit from the subrange redistribu-
tion and does not spilt or pull the skewed subrange; if SP > 0,
RADAR splits the skewed subrange to idle PIM modules or
pulls it to the host side. In this way, under low skewness, there is
no subrange redistribution overhead since SP ≤ 0. Under high
skewness, the number of redistributed nodes is far smaller than
the batch size since requests concentrate on a small portion of
nodes. Only these skewed nodes across busy PIM modules are
concurrently redistributed to idle PIM modules. RADAR does
not merge fine-grained subranges into coarse-grained subranges.
Since only a small percentage of skewed subranges rather than
all subranges are split into fine-grained subranges, the meta-
data overhead is not very high. Merging multiple fine-grained
subranges into a coarse-grained subrange requires migrating
key-value pairs within these subranges from several PIM mod-
ules to one PIM module. The data migration overhead is more
significant than the benefit of reducing the metadata overhead
due to the expensive inter-PIM communication. Experiments in
Section VI demonstrate that the subrange redistribution over-
head is substantially lower than the load imbalance overhead
and request redispatching overhead in state-of-the-art designs
under varying skewness.

The adaptive subrange redistribution design is not only ef-
fective for load balance but also reduces the number of keys in
skewed subranges, resulting in fewer pointer chasing operations

when searching for hot keys in L1. The number of commu-
nication rounds for processing each batch of index operations
is upper-bounded by two, one (PIM-PIM communication) for
redistributing key-value pairs within skewed subranges to idle
PIM modules and the other (host-PIM communication) for
retrieving required values of the index operations and pulling
nodes within the finest-grained skewed subranges.

V. HOTNESS-AWARE NODE HEIGHT ADJUSTMENT

In this section, we first present the learning-based node
hotness classification model for detecting hot subranges and
adjusting the heights of subrange nodes in Section V-A. Then
we describe how RADAR incorporates the hotness classification
model in PIM systems in Section V-B.

A. Learning-Based Node Hotness Classification

The node hotness classification model aims to reduce the num-
ber of pointer chasing operations by raising the heights of hot
subrange nodes and lowering the heights of cold subrange nodes
in L2. For processing a request to traverse the skiplist from upper
to lower in a PIM module, RADAR first locates the subrange
containing the requested key in L2 and then locates the requested
key in L1. For requesting keys within hot subranges, raising the
height of hot subrange nodes contributes to less pointer chasing
when locating the subrange node in L2. Therefore, assigning
the hot subrange node a higher height reduces the number of
pointer chasing operations. Subrange nodes are classified into
HL2-class (HL2 is the height of L2 in PIM modules) based on
their hotness. RADAR trains a lightweight time series model for
node hotness classification.

Model selection: The node hotness classification model uses
features of historically requested subranges to make an HL2-
class hotness prediction for each currently requested subrange.
The prediction result indicates which level of L2 the subrange
node should be placed in. Then the model adjusts the heights
of those subrange nodes whose heights deviate most from the
predicted results. A supervised time series model is suitable to
extract features from historical index operations and classify
node hotness. The machine-learning time series model extracts
features from historical index operations and has a high pre-
diction accuracy for multi-class node hotness classification.
Furthermore, since there is a large amount of idle time on the host
and PIM sides in state-of-the-art designs as shown in Fig. 3(b),
RADAR carefully leverages these idle time for model training
and prediction without incurring extra overhead compared with
using a simple static mapping method. Therefore, instead of
using a simple static mapping method, RADAR employs a
machine-learning model to solve this problem due to the high
node hotness classification accuracy without incurring extra
overhead. RADAR incorporates the widely used gated recurrent
unit (GRU) [26], a lightweight supervised machine learning
model capable of processing time series data and learning the
labeled input features, as shown in Fig. 6. To ensure that the
time for training and making predictions in one epoch on the host
side is overlapped by the index processing time on the PIM side,
the data sets for training and making predictions are sampled
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Fig. 6. The node hotness classification model.

from each batch of index operations. A curvilinear model is
trained to fit hotness thresholds for data labeling by sampling
and sorting recently requested nodes.

Model structure and feature extraction: In each window for
processing multiple batches of index operations, the GRU model
is trained for one epoch for each batch and makes a prediction at
the end of the window. For training and predicting hot subranges,
RADAR chooses the hotness of subranges as feature input. In
addition, since the data access patterns of a large number of
workloads exhibit spatial locality (data near the requested data
tends to be requested later) and temporal locality (requested data
tends to be requested again later) [50], [51], [52], [53], [54],
[55], [56], the spatial locality and temporal locality features
are helpful for training and predicting hot subranges. Since a
subrange containing a large number of keys is more likely to be
requested than a subrange containing a small number of keys,
the number of keys in a subrange is used as feature input as
well. During our design iterations, the following features of
each subrange are selected as the model input: the hotness of
subranges evaluated by counters (Hotness); the spatial locality
of workload evaluated by whether the adjacent subranges are re-
quested (Is_left and Is_right); the temporal locality of workload
evaluated by the number of window gaps between two accesses
to the subrange (Lifetime), which is equivalent to using the
global window number as a virtual clock; the number of keys in a
subrange (Key_num). For efficient processing, RADAR breaks
numerical inputs into hexadecimal digits and concatenates them
as the model inputs. The number of digits used for each feature is
chosen so that most cases can be handled without overflow. The
model is trained with the cross entropy loss function [44] and the
Adam optimizer [46] using the training data sampled from each
batch. The GRU model has a single-layer hidden state with 32
neurons. On the output side, the hidden state of the last GRU cell
is pushed through a fully connected layer to produceHL2 output
values, determining which layer in L2 should a subrange node
be placed in. Finally, argmax is applied to get the prediction
result. If the number of nodes in the predicted layer reaches the

upper limit, RADAR sets the maximum output value to zero
and applies argmax again to get the result with sub-maximum
confidence.

Adaptive data labeling: Since RADAR uses supervised ma-
chine learning to predict the hotness of subranges, with changes
in the hotness of requested data during the workload’s runtime,
thresholds between adjacent hotness classes are adaptively set
for data labeling. On the output side, the model is designed
to make a HL2-class hotness prediction for each requested
subrange based on their historical hotness. Ideally, subrange
nodes are placed in each layer of L2 from top to bottom according
to their hotness. However, sorting all subrange nodes by hotness
in each window consumes a large amount of time. To avoid
the time-consuming sorting, RADAR samples and sorts some
requested subrange nodes in each epoch in the current window,
and trains a lightweight curvilinear regression model [24], [25]
to fit the threshold function in the next window. Note that the
number of sampled nodes in each epoch is adjustable according
to different batch sizes. If the value of HL2 changes with the
insertion, deletion, splitting, and pulling of subrange nodes, the
curvilinear regression model fits new thresholds by using current
thresholds.

B. Host-PIM Pipelining Mechanism

As described in Section II-C, RADAR has potential to lever-
age resources on the host side or the PIM side when the other
side is busy. RADAR runs the node hotness classification model
to figure out hot and cold subranges and adaptively adjusts the
heights of subrange nodes, by pipelining the host side and the
PIM side as Fig. 7 illustrates. Apart from the host, host-PIM, and
PIM time for processing batches of index operations, RADAR
makes full use of the idle time of both the host side and the PIM
side to train model, make hotness predictions, adjust the hotness
thresholds for adaptive data labeling, and adjust the heights of
subrange nodes in PIM modules. Since the PIM side consumes
more time than the host side for processing index operations,
and to better leverage the advanced computing and memory
resources on the host side, in each window, the model trains and
predicts on the host side when the PIM side is busy. To entirely
overlap the training and prediction time on the host side with the
index processing time on the PIM side while providing sufficient
nodes’ features for model training in a window, the frequency
of height adjustment is dependent on the index processing time
on the PIM side and the model training efficiency on the host
side. The model is trained for one epoch for each batch of index
operations. At the end of each window, the model predicts by
using features of the last batch of index operations as input, and
adaptively adjusts thresholds between adjacent hotness classes.
Finally, the PIM side raises or lowers the heights of those
subrange nodes whose current heights deviate most from the
predicted heights. Compared with previous works [4], [5], [6],
[7], [15] that do not make use of the idle time on the host and
PIM sides in PIM systems, RADAR leverages these idle time to
implement the height adjustment mechanism without incurring
extra overhead.
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Fig. 7. Host-PIM pipelining. Training, predicting, hotness thresholds adjustment, and node height adjustment of the model are pipelined with index operations
processing.

VI. EVALUATION

In this section, we evaluate the performance of RADAR
against state-of-the-art PIM-friendly and traditional ordered in-
dex designs in multiple datasets.

A. Experimental Setup

Testbed: Our testbed machine for PIM-friendly indexes is a
dual-socket server with two Intel(R) Xeon(R) Silver 4216 CPUs,
each CPU equipped with 16 cores at 2.10 GHz and 22 MB
cache. Each socket has six memory channels: four DDR4-2666
DIMMs are installed on two channels, while eight UPMEM
DIMMs are on the other four channels. Each of the sixteen
UPMEM DIMMs has two ranks, each rank has eight chips,
and each chip has eight PIM modules. There are 2048 PIM
modules in total. For fair comparisons, our testbed machine for
traditional indexes has the same CPU and the memory channel
count. DDR4-2666 DIMMs are installed on all the memory
channels.

Compared Systems: We compare RADAR against three state-
of-the-art PIM-friendly designs: Range-partition [6], Jump-
push [4], and PIM-tree [5]; three traditional designs: Bronson
BST [12], (a,b)-tree [1], and Unrolled Skiplist [10]. We borrow
Kang’s [5] implementations of Range-partition, Jump-push, and
PIM-tree. We directly use the open-sourced code of Bronson
BST [12], (a,b)-tree [1], and Unrolled Skiplist [10].

Workload Setup: In all experiments, the same as the prior
design [5], we first insert 500 million key-value pairs in each
index, then evaluate the index by running 100 million index
operations. The size for each batch of index operations is 2
million. Each scan operation retrieves 32 ∼ 1024 key elements
in expectation. The sizes of both keys and values are set to 8
bytes.

B. Design Space Exploration

For parameter settings in RADAR, the number of sampled
subrange nodes in each batch for training and the number of
training epochs in each window influences the system per-
formance. We explore the model prediction accuracy and the
throughput performance of all index operations supported by

RADAR, with different numbers of sampled nodes and training
epochs. The number of sampled nodes in a batch varies from 4
thousand to 32 thousand, and the number of training epochs in
a window ranges from 2 to 6.

Fig. 8 illustrates the prediction accuracy of the node hotness
classification model. Fixing the number of sampled nodes, the
model prediction accuracy gradually rises with more training
epochs and tends to saturate after 4 epochs, enabling the model
to learn the recent features of index operations. For the same
number of training epochs in a window, sampling more nodes
in a batch for training gives rise to better feature extraction and
higher prediction accuracy. However, higher prediction accuracy
does not necessarily lead to better system performance.

Fig. 9 shows the throughput performance of RADAR with dif-
ferent parameter configurations normalized to RADAR without
the node hotness classification model. For sampling 4 thousand
nodes and 8 thousand nodes, the time for training on the host
side is entirely hidden by the indexing time (42 milliseconds) on
the PIM side. Therefore, higher prediction accuracy contributes
to better throughput performance since fewer pointer chasing
operations are required for searching hot skiplist nodes. For
sampling 16 thousand nodes and 32 thousand nodes, the time for
training on the host side is much longer than that for indexing on
the PIM side, generating idle time on the PIM side and degrading
the system performance.

For the rest of experiments in this paper, we present our results
of RADAR by sampling 8 thousand nodes in each batch of
index operations and training 4 epochs in each window. With
this configuration, RADAR achieves 71.8% node classification
accuracy and 1.18x normalized throughput improvement.

C. Microbenchmarks

To show the system performance under different skewness, we
generate workloads in Zipfian distribution [21] with α values
ranging from 0 (uniformly random) to 1.2. Fig. 10 shows the
throughput performance of state-of-the-art PIM-friendly and
traditional ordered indexes.

Effectiveness of our proposed optimizations: We break down
our proposed optimizations to analyze their effectiveness.
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Fig. 8. Prediction accuracy with different numbers of sampled nodes and training epochs.

Fig. 9. Normalized throughput performance with different numbers of sampled nodes and training epochs.

RADAR (basic) only employs the hash-based subrange dis-
tributed structure. Based on RADAR (basic), the adaptive sub-
range redistribution is adopted by RADAR (no GRU), and the
GRU model is further added to RADAR. The performance of
RADAR (basic) drops with the workload becoming skewed,
but still outperforms Range-partition. This is because although
some subranges become skewed due to the lack of node re-
distribution, the granularity of each subrange is far finer than
that in Range-partition. The hash-based subrange distribution
prevents these skewed subranges from being stored in one
PIM module. RADAR (no GRU) shows robust resistance to
skewed workloads due to the adaptive subrange redistribution
for skewed subranges. The host-PIM pipelining and GRU model
improve the performance by 12% (for α = 0) ∼ 22% (for α =
1.2) for point operations and by 5% (for α = 0) ∼ 9% (for
α = 1.2) for range operations. The reason why point opera-
tions achieve more benefits than range operations is that our
learning-based node hotness classification model reduces the
number of pointer chasing operations to locate subranges in
L2 rather than those to traverse the ordered linked list in L1
for range operations. Besides, the learning-based node hotness
classification design is more effective for skewed workloads
than uniformly random workloads since raising the heights
of skewed subrange nodes could reduce more pointer chasing
operations.

Performance comparisons: RADAR outperforms all state-of-
the-art designs for all operations under different skewness, other

than Range-partition for scan operation under uniformly ran-
dom workloads. Under uniformly random workloads, RADAR
performs 19.8% worse than Range-partition for scan opera-
tion due to the overhead of querying hash tables on the host
side, while performing better for other operations attributed
to the node hotness classification. As α increases, the perfor-
mance of Range-partition drops sharply (up to 168.1x worse
than RADAR) since the key space is statically partitioned in
coarse granularity among PIM modules. RADAR achieves up
to 6.8x and 15.8x higher throughput than traditional ordered
indexes for query and update operations respectively, due to
the parallelism exploitation in the PIM system. The worse
performance of the two tree indexes for update operations is
attributed to the cost of maintaining tree balance. Asα increases,
traditional indexes perform better while PIM-friendly indexes
perform worse since skewed workloads enable the host side to
benefit from cache locality but cause load imbalance among
PIM modules. Node distribution designs show robust resistance
to skewed workloads but perform worse than RADAR (up to
198.2x for Jump-push and 7.3x for PIM-tree), owing to their
large quantity of pointer chasing operations, contention nodes
on the search paths, host-PIM and PIM-PIM communication
cost, idle time on both host side and PIM side, and static granu-
larity to partition the key space under any skewness. Jump-push
samples and records previous search paths, bringing a consider-
able number of inter-PIM-module pointer chasing operations.
PIM-tree exhibits worse performance for insert, delete, and
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Fig. 10. Throughput of index operations.

Fig. 11. Overheads mentioned in Section II-C of RADAR, normalized to PIM-tree.

update than query operations due to the cost of maintaining tree
balance.

Overheads for skew resistance: Overheads mentioned in Sec-
tion II-C of RADAR are normalized to PIM-tree (the latest
skew-resistant PIM-friendly design) in Fig. 11. The average
number of pointer chasing operations for each point (PC-point)
and range (PC-range) operation is reduced by 50.7% and 75.4%,
respectively. The pointer chasing reduction is due to the lower
skiplist height, the ability to retrieve values of upper-layer keys
without pointer chasing to lower layers, the adaptive heights
of subrange nodes, and the enhanced node locality in PIM
modules. The number of contention nodes pulled from the PIM

side to the host side is 46.2% of that in PIM-tree, stemming
from the integral search path guaranteed in one PIM module. The
host-PIM (Host-PIM comm (round)) and PIM-PIM (PIM-PIM
comm (round)) communication rounds are reduced by 72.9%
and 62.5%, respectively. PIM-tree requires multiple host-PIM
communication rounds to pull contention nodes, while RADAR
only requires one round to retrieve values and pull nodes in
skewed subranges. As for PIM-PIM comm (round), the sliced
search path in PIM-tree requires batches of operations to be
redispatched across PIM modules regardless of the skewness
of workloads. RADAR requires zero rounds for uniformly ran-
dom workloads and one round for skewed workloads to split
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Fig. 12. Throughput of the YCSB workloads.

hot subranges. Since the communication between PIM mod-
ules in UPMEM must go through the host, we use the data
transmitted between the host side and the PIM side in bytes
(Comm (byte)) to measure the communication overhead, which
is 65.3% lower than that of PIM-tree due to the reduction in
redispatching index operations and pulling contention nodes.
The idle time on the host side and the PIM side is reduced by
94.2% and 18.7% respectively, thanks to the host-PIM pipelining
mechanism.

To sum up, under low skewness, RADAR and range partition
designs significantly outperform node distribution designs due to
the enhanced node locality in each PIM module and lower com-
munication and pointer chasing overhead. Under high skewness,
RADAR achieves the best performance while range partition
designs perform the worst. The overhead for achieving skew-
resistance in RADAR is much lower than that in state-of-the-art
node distribution designs.

D. YCSB Benchmark

We evaluate all ordered indexes using five YCSB [3] work-
loads:

Workload A: Read-write-balance (50% Get and 50% Update);
Workload B: Read-intensive (95% Get and 5% Update);
Workload C: Read-only (100% Get);
Workload D: Read-latest (95% Get and 5% Insert);
Workload E: Short-ranges (95% Scan and 5% Insert).
We generate zipfian-skewed index operations and their

throughput performance is shown in Fig. 12 (The performance of
YCSB C is the same as that in Fig. 10(a)). RADAR achieves up
to 193.7x higher throughput than other state-of-the-art designs.
The results again confirm the fragility of range partition designs

Fig. 13. Throughput of the wikipedia workload.

and the robustness of RADAR under skewed workloads, as well
as more performance benefits achieved by RADAR compared
with node distribution and traditional index designs.

E. Workload of Real-World Skewness

We evaluate all indexes under a workload with real-world
skewness using the publicly available wikipedia dataset [16].
The same as previous research [5], we extract words from each
document, then use (word, document id) pairs as keys and
random 8-byte integers as values to preserve the skewness of
english words. Fig. 13 gives the performance of all ordered
indexes under wikipedia workload. RADAR achieves the best
performance (up to 182.6x and 12.9x than PIM-friendly and
traditional ordered indexes, respectively) under the workload of
real-world skewness.
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Fig. 14. Throughput of the wikipedia workload for end-to-end evaluation.

Fig. 15. Normalized memory footprint for PIM-friendly indexes.

F. End-to-End Evaluation

Redis [17] is a popular in-memory key-value store using a
hash table as its index. We replace its internal index with our
evaluated indexes for end-to-end evaluation. RADAR achieves
1.12x ∼ 1.58x higher throughput than other indexes under the
wikipedia workload in Fig. 14. The performance gap among
indexes becomes smaller due to the high server-client commu-
nication overhead.

G. Memory Footprint

Fig. 15 illustrates the memory footprint of state-of-the-art
PIM-friendly indexes normalized to that of Range-partition, for
running all benchmarks in Section VI. Range-partition con-
sumes the least amount of memory only for storing skiplists
in PIM modules. RADAR consumes 7% more memory than
Range-partition due to the hash tables on the host side for
varied-granularity subranges, as well as 34.3% and 47.4% less
memory than Jump-push and PIM-tree respectively since both
of them replicate upper-layer skiplist nodes in multiple PIM
modules to achieve load balance under skewed workloads.

VII. RELATED WORK

Processing-in-memory: To deal with the well-known mem-
ory wall [14], [42] problem, many researchers have proposed
processing-in-memory (PIM) technologies [27], [28], [29], [30],
[31], [32], [33], [34] over the past decades. By embedding
processors in memory, PIM enables computations to be ex-
ecuted closer to memory. In recent few years, PIM products
have entered the commercialization phase. UPMEM [18] is
a commercially-available DDR4-PIM product. Programmable

RISC cores are placed near every DRAM memory bank, re-
sulting in a remarkable increase in total bandwidth. In addition,
Samsung has proposed HBM-PIM products [33], designed to
efficiently process memory-bound basic linear algebra subpro-
grams (BLAS) that do not benefit from on-chip cache, such as
scalar-vector, vector-vector, and matrix-vector operations. SK-
Hynix has also developed their PIM product named AiM [34]
based on GDDR6 memory, exhibiting significant potential in
accelerating LSTM models.

PIM-friendly skiplist: The emergence of processing-in-
memory technologies provide an opportunity to accelerate index
operations in memory systems and databases. In general, prior
works can be divided into two categories based on the methods
for partitioning the key space and constructing ordered indexes:
range partition designs [6], [7], [15] and node distribution de-
signs [4], [5].

Range partition designs statically partition the entire key
space into multiple coarse-grained key ranges with the same
length. Each PIM module maintains a key range and constructs
an individual skiplist. Liu et al. [15] propose a PIM-based
concurrent skiplist supported both point index operations and
range index operations. For processing an index operation for a
key on the skiplist, the CPU on the host side first compares
the key with the start key of each key range, to determine
which PIM module the key belongs to. Then the index operation
request is sent to that PIM module. After the PIM module
retrieving the request, it executes the operation in the local
vault and sends the result back to the host side. The process
requires one communication round between the host side and
the PIM side, without communication between PIM modules.
The authors do not evaluate their proposed index on a real PIM
hardware or a simulated PIM system. Choe et al. [6] implement
Liu’s [15] design using a full-system architecture simulator.
They use benchmarks requesting for uniformly random keys to
evaluate the PIM-based concurrent skiplist. The experimental
results confirm that the range partition design achieves higher
parallelism than traditional skiplist under uniformly random
workloads. Based on Liu’s [15] design, HybriDS [7] splits the
skiplist into a host-managed portion consisting of upper-layer
nodes and an PIM-managed portion consisting of the remaining
lower-layer nodes. Since index operations access upper-layer
nodes more frequently than lower-layer nodes, HybriDS better
exploits cache locality on the host side. Although these range
partition designs exhibit high parallelism under uniformly ran-
dom workloads, they suffer from load imbalance under skewed
workloads.

Node distribution designs randomly distribute skiplist nodes
to PIM modules, preventing the execution of pointer chasing
from top to bottom within only a subset of PIM modules under
skewed workloads. Jump-push [4] is designed based on a key
observation: once the search paths of keys l and r share a lower
part node v, searching any key u ∈ [l, r] will also reach node v.
Thus, the search for u can directly start from the lowest common
ancestor of these two paths. Jump-push adopts a multi-round
sample search to record search paths. In each round, it doubles
the sample size and uses the search paths recorded in previous
rounds to decide start nodes of sample queries in this round.
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However, the sampling incurs a significant number of inter-PIM-
module pointer chasing operations to search for the lower part.
Moreover, Jump-push requires recording entire search paths,
burdening CPUs on the host side. PIM-tree [5] is designed
based on Jump-push. For better load balance, upper-level nodes
are replicated in multiple PIM modules. The data replication
consumes more memory in PIM modules and brings synchro-
nization overhead among PIM modules. A portion of nodes are
chunked to enhance node locality. Frequently-requested skiplist
nodes are pulled to the host side for better cache locality exploita-
tion. Pulling these nodes requires additional communication
overhead between the host side and the PIM side.

VIII. CONCLUSION

This paper presents RADAR, an ordered index that employs a
novel hash-based subrange distributed structure in PIM systems
to benefit from both load balance and enhanced node locality.
The subrange granularity is dynamically adjustable to adapt to
varying skewness during runtime. An offline machine learning
model is applied to adjust the heights of skiplist nodes with
hotness changes. In our evaluation, RADAR achieves up to
198.2x performance improvement and consumes 47.4% less
memory than state-of-the-art designs in multiple datasets.
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